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ABSTRACT

This study aimed to create machine learning-based screening tools for 

middle school students to predict suicide planning or attempts in school 

settings, and to identify the risk factors. A total of 3,812 records from a 

national database established through rigorous sampling designs, the 2022 

Korean Youth Risk Behavior Web-based Survey (KYRBWS), were used 

to ensure high generalizability and minimize bias of the study’s outcomes. 

Five machine-learning models, utilizing various algorithms available in 

SAS or Python, underwent training with a 10-fold validation process. 

Performance evaluation included metrics such as accuracy, sensitivity, 

specificity, and AUC, resulting from using a common unseen test dataset. 

Feature importance was interpreted through the average absolute values 

of Shapley additive explanations (SHAP) as well as the standardized 

regression coefficients. The artificial neural-network model with three 

hidden layers and dropout layers between each dense layer emerged as 

the top performer. It achieved sensitivity and AUC exceeding 91%, with 

accuracy and specificity at 86%.  However, all five models, utilizing an 

optimal set of nine features, demonstrated strong performance. Mental 

health features such as suicidal thoughts, feeling lonely, or feeling sad, 

and the subjective perception of dental health emerged as significant risk 

factors. Adolescents considering suicide were approximately 12.7 times 

more likely to make plans or attempt suicide than their peers without 

such ideation (OR = 12.7; 95% CI = [8.0-20.1]). Individuals perceiving 

dental health as 'Very bad' were 4.4 times more prone to suicidal behavior 

than those with 'Average' ratings (OR = 4.4; 95% CI = [1.4-13.5]). Those 

always feeling lonely were 2.8 times more likely to engage in suicidal 

behavior (OR = 2.8; 95% CI = [1.1-7.1]), while persistent feelings of 

sadness increased the likelihood by 1.8 times (OR = 1.8; 95% CI = [1.2-

2.8]). The study also offers valuable guidance on algorithm selection and 

suitable options for similar applications.
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1. Introduction

1.1 Contextual Background

The global suicide rate has, by and large, shown 
a decreasing trend since 2010. However, the suicide 
rate in South Korea reported from 2018 to 2020 was 
the highest among OECD countries. The country’s 
suicide rate was 24.1 per 100,000 inhabitants in 
2020[1]. Additionally, according to Korean Social 
Trends 2023, as of 2022, the percentage of suicides 
among the causes of death by age group was 42.3% 
for teenagers. Suicide ranked as the leading cause 
of death in this age group[2]. Beyond Korea, suicide 
is also recognized as a critical public health issue 
on a global scale[3]. Suicide is known to be the 
second-leading cause of death in adolescence[4], 
and adolescent suicide attempts are increasingly 
common[5], and therefore, early identification 
and intervention for the condition is one of the 
top public health priorities in the United States[6]. 
Suicide is of critical importance at developmental 
ages because the sharpest increase in the number 
of deaths due to suicide occurs in the transition 
between adolescence and early adulthood[7], 
and the prevalence of suicidal ideation and 
attempted suicide increases dramatically during 
adolescence[8]. Compared to adults, adolescents 
are more prone to impulsively contemplate or 
act on suicidal thoughts. Suicide attempts in this 
age group often occur as a means of expressing 
internal pain to seek help, rather than stemming 
from a clear intent to die by suicide. Impulsive 
attempts triggered by events or stressors are more 
prevalent in this context[9]. 

It  is  challenging to predict and prevent 
individual adolescents’ suicide planning or 
attempts in advance. Psychological distress 
encompasses a broad spectrum of emotional and 
mental health symptoms or conditions. Suicidal 
planning or attempts can be a significant facet of 
psychological distress. There is a vast volume of 
literature on the development and utilization of 
screening assessments for predicting psychological 
distress and/or mental health[10, 11], and in recent 
years quite a few studies employed novel machine 
learning techniques to predict psychological and/or 
mental states[12-15]. A recent study used a machine 

learning model with the random forest algorithm 
to predict suicide attempt risk in adolescents, 
reporting an AUC of 0.72, Sensitivity of 0.36, and 
Specificity of 0.91[16]. Another study employed 
an artificial neural network to predict suicidal 
behavior type with a final accuracy of 0.87 in a 
single-center retrospective observational cohort 
study involving 237 patients[8]. Additionally, a 
study comparing various algorithms found logistic 
regression, lasso, ridge, and random forest equally 
effective in distinguishing future suicide attempt 
cases from non-attempt cases, with AUCs ranging 
from 0.82 to 0.83[17].

1.2 Prediction for Korean Students at Suicide Risk

Since 2004,  the Korean government has 
implemented Suicide Prevention Basic Plans, 
including the fifth plan (2023-2027)[18]. To prevent 
youth suicides, the Adolescent Personality and 
Mental Health Problems Screening Questionnaire, 
Third Version (AMPQ-Ⅲ) is conducted annually 
for 1st and 4th graders in elementary school, 1st 
graders in middle school, and 1st graders in high 
school to diagnose emotional and behavioral 
issues. If students are identified as at-risk based 
on 3 Likert-scale items inquiring about suicidal 
thoughts, planning, and attempts, they will be 
referred to specialized institutions for professional 
counseling and medical treatment[19, 20]. In recent 
years, an increasing number of studies utilizing 
novel techniques have emerged in the literature, 
offering various solutions to address pressing 
issues associated with suicide among adolescents 
and young adults in Korea. One study employed 
latent class growth modeling and machine learning 
algorithms, achieving accuracies ranging from 
0.71 to 0.89[21]. Another study utilized a balanced 
bag of histogram gradient boosting algorithm to 
predict adolescents’ suicide attempts. Using data 
from the 2020 Korean Youth Risk Behavior Web-
based Survey (KYRBWS) for training and testing, 
and the 2021 KYRBWS for external validation, the 
model achieved an AUC of 0.89 and an accuracy of 
0.80 on the test dataset. Sensitivity and specificity 
on the external validation set were 0.77 and 0.84, 
respectively[22]. 

A big data study compared models using the 
KYRBWS dataset from 2014 to 2018 to predict 
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adolescents’ suicidality, including ideation, 
planning, and attempts. The discriminant analysis 
consistently outperformed other models in 
accuracy, sensitivity, and specificity, with values 
ranging between .80 and .82 for accuracy and 
specificity, and .80 and .81 for sensitivity[23]. 
Additionally, a study utilizing the random forests 
machine learning algorithm on a large survey 
dataset comprising 46 features, with suicidal 
ideation as the outcome variable, reported 
an accuracy of .81/.74, sensitivity of .34/.60, 
and specificity of .95/.83 for male and female 
adolescents, respectively[24].

1.3 Objectives of the Study 

From a standpoint of policy and governance, 
accurately predicting individual adolescents at 
risk of suicidal planning or attempts is imperative 
to deliver timely and tailored care, treatment, 
and educational assistance. Education from 
Kindergarten to 12th grade in Korea is overseen 
not only by the central government but also 
managed by 17 individual education jurisdictions. 
Among these, the Seoul Metropolitan Office 
of Education is the largest. Furthermore, the 
policies of each education jurisdiction can vary 
within their respective capacities while aligning 
with nationally mandated policies, allowing for 
flexibility and autonomy[25]. Hence, it is essential 
to develop high-quality predictive tools tailored 
for operation at a specific school level within 
a particular jurisdiction to fully leverage the 
practical relevance of research findings within 
educational contexts.

The primary objective of this study was to 
create practical screening tools utilizing machine-
learning algorithms tailored for predicting suicidal 
behavior among middle school students in Seoul 
Metropolitan City. Secondly, the aim was to 
identify and describe the risk factors for suicidal 
behavior. To the best of our knowledge, there were 
no automated tools available to predict suicidal 
behavior at a specific school level tailored for a 
local office of education. The middle school level 
was selected for the study because students at this 
stage have been reported to experience higher 
susceptibility to suicidal ideation[26] compared to 
high school students. Moreover, early identification 

and intervention, if possible, would be beneficial 
for students at risk. Suicidal behavior in this study 
was defined as either planning or attempting 
suicide. To ensure an ample and high-quality 
dataset for training the machine and yielding 
efficient tools to be used in school-based sites, we 
sourced the latest data from a rigorous national 
survey program, the 2022 KYRBWS data, that 
assesses various health-related behaviors among 
secondary school students.

2. Methods

2.1 Predictive Machine Learning Models

Five predictive models including three multi-
layer perceptrons were fitted to the same data to 
predict individual adolescent’s suicidal behavior. 
The first model was the logistic regression model 
equipped with a penalized maximum likelihood 
estimation method. The logistic regression is 
frequently used to test the association between 
explanatory variables and a binary outcome in 
an attempt to obtain a better understanding of 
factors that affect the outcome[27]. It can also 
be used for prediction purposes. The first model 
was fitted using the FIRTH and PEVENT options 
in SAS version 9.4, with the specific cut point set 
at 0.06. These options are typically employed to 
address the challenge of unbalanced data, where 
the distribution of classes is uneven. The chosen 
cut point of 0.06 served as a threshold for making 
classification decisions.

The second model was a logistic regression 
model utilizing the logistic regression algorithm 
from the scikit-learn machine learning library in 
Python[28]. Its optimization algorithm is known 
to approximate the Broyden–Fletcher–Goldfarb–
Shanno algorithm[29, 30], which belongs to quasi-
Newton methods. The last three models, known 
as multi-layer perceptrons, were sequential 
neural network models with different structures 
frequently used for non-image data classification. 
They were fitted using the Tensorflow and Keras 
libraries in Python. It is common practice to 
experiment with adding hidden layers or dropout 
layers in order to enhance the performance of 
deep learning models[31].
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The three deep-learning models shared 
s imilar i t ies  in  terms of  the output  layer 
configuration, loss function, and optimizer. They 
all used binary crossentropy as the loss function, 
and accuracy as the evaluation metric, and shared 
the same optimizer, adam for training. However, 
they differed in the architecture of the hidden 
layers, with variations in the number of neurons 
and the inclusion of dropout layers. The third 
model had two hidden layers with 8 neurons each 
while the fourth model had three hidden layers 
with 64, 32, and 16 neurons, respectively. The fifth 
model, which was the most complex model, had 
three hidden layers with 64, 32, and 16 neurons, 
but it included dropout layers between each 
dense layer. These five models were referred to as 
Model_1 to Model_5 hereafter. 

The four models, excluding Model_1, utilized 
machine learning algorithms provided by Python 
3.11.5. These models were fitted to the data using 
a class weight option each to address the issue 
of unbalanced classification. Model_2 employed 
the compute_class_weight() function from the 
scikit-learn library in Python to calculate weights 
based on the inverse of the class frequencies in 
the training data. In contrast, Model_3 to Model_5 
utilized class weights, where the reference group 
had a weight of 1.0, and the event group had a 
weight of 14.6, respectively.

2.2 Data Preprocessing and Feature Selection 

The study utilized data from the 18th KYRBWS 
database in 2022, an annual survey since 2005 
assessing health behaviors among South Korean 
secondary school students. The database is 
managed by the Korea Disease Control and 
Prevention Agency (KDCA). Sampling for the 2022 
survey ensured population representativeness, 
comprising middle and high school students 
nationwide as of April 2022.  A total of 114 items 
were investigated, covering smoking, drinking, 
physical activity, dietary habits, obesity and weight 
control, mental health, oral health, personal 
hygiene, injury prevention, violence, sexual 
behavior, substance abuse, atopy and asthma, 
internet addiction, and general characteristics[32]. 
Items with high missing values were excluded. 
Smoking and drinking items were recategorized. 

A new variable, ‘Drink/smoke,’ was created with 
the following codes: 0 for no smoking or drinking, 
1 for having tried drinking but not smoking, 2 for 
having tried smoking (whether combustible or 
electronic) but not drinking, and 3 for having tried 
both smoking and drinking. Another new variable, 
‘Suicide,’ was created to represent whether a 
student planned or attempted suicide in the past 12 
months, coded as 1 for yes and 0 for no. It served 
as the outcome variable or target in the model 
training.

To ensure effective screening tools, providing 
machines with high-quality and sufficient data is 
crucial[33]. In the machine learning process, it’s 
common to optimize and select variables before 
training to improve predictions and address issues 
like overfitting. Logistic regression analysis with 
forward selection was employed to identify the 
optimal predictor variables for model training. 
Features for Model_2 to Model_5, trained using 
Python, were normalized using the Min-Max 
Scaling method for consistent scales during data 
preprocessing. 

2.3 Model Evaluation

Regardless of the specific algorithm used, the 
aim of machine learning techniques in prediction 
is to optimize predictive capacity autonomously. 
Model performance is evaluated based on its ability 
to predict outcomes in new cases not used during 
training. This study focused on the following 
metrics to evaluate prediction capacity since it was 
crucial to identify at-risk students at the expense 
of false alarms. Accuracy measures the proportion 
of correct predictions in an unseen test dataset. 
Sensitivity represents the proportion of correctly 
identified positive cases, while specificity refers 
to correctly identified negative cases. AUC, the 
area under the ROC curve, summarizes classifier 
performance across different thresholds. These 
metrics collectively gauge the effectiveness of a 
binary classification tool.

2.4 Importance of Features

SHAP values measure the contribution of each 
feature to a model’s prediction[12, 34]. Average 
absolute SHAP values for categorical variables 
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provide insights into their impact, though 
interpreting their sign may be less straightforward. 
In this study, average absolute SHAP values were 
calculated for Models_2 to Model_5, while Model_1 
compared standardized regression coefficients 
(beta) across predictor variables to assess 
importance.

2.5 Cross-Validation

For each model, the cross-validation process 
occurred in two stages. Initially, the data was split 
into training and held-out test sets at an 80:20 
ratio. Subsequently, a 10-fold cross-validation was 
conducted during training using the StratifiedKFold 
funct ion from sciki t - learn.  This  involved 
partitioning the training data into 10 folds, using 
each fold as a validation sample while training the 
machine learning models on the remaining data. 
The two best-fitted estimation results across the 
10-fold iterations for each predictive model were 
then applied to the unseen held-out test dataset. 
The better results from this testing phase were 
reported as the final outcomes for the model. The 
k-fold validation approach is widely recognized as 
a common practice[35, 21].

 2.6 Institutional Review Board Approval

The research was exempted from the need 
for review by the Korea Disease Control and 
Prevention Agency and our institution because 
open-access datasets were utilized.

3. Result

3.1 Baseline Characteristics of Participants

Middle school students (n = 3,812) from Seoul 
Metropolitan City were selected from the 2022 
KYRBWS database. Both males and females were 
approximately evenly distributed. The grade 
distribution also appeared similar, ranging between 
32% and 34% (Table 1). Suicidal behavior (suicidal 
planning or attempts) was the outcome variable. 
Binary logistic regression with forward selection 
utilized 45 predictor variables, excluding some due 
to high missing rates (close to or exceeding 20%) or 
substantial overlap with already included variables. 
Five predictor variables had missing responses 

between 0.05% to 2%. Hence, no imputation 
methods were used. The best-performing model 
had nine predictors. No missing data were found 
in these predictors or the outcome variable. The 
dataset was split into training and test sets (80:20 
ratio), followed by 10-fold cross-validation during 
training. Python normalized features for the last 
four machine-learning models. Only 6.43% of 
cases reported that they had planned or attempted 
suicide in the past 12 months.

Table 1. Baseline Characteristics of Study Participants, Model Features 
and Target Variable

Variable & Question Descriptive 
Statistics

Sex, n (%)
0. Female
1. Male

1,922 (50.42)
1,890 (49.58)

Grade, n (%)
0. Grade 7
1. Grade 8
2. Grade 9

1,220 (32.00)
1,279 (33.55)
1,313 (34.44)

Suicidal behavior, n (%)
Have you made specific plans or attempted suicide 
in the past 12 months? 

0. No
1. Yes

3,567 (93.57)
245 (6.43)

Sexual experience, n (%)
Have you ever had sexual intercourse? 

0. No
1. Yes

3,704 (97.17)
108 (2.83)

Feel sad, n (%)
Have you felt so sad or hopeless for two weeks or 
more that you stopped doing your usual activities in 
the past 12 months?

0. No
1. Yes

2,675 (70.17)
1,137 (29.83)

Suicidal thought, n (%)
Have you seriously considered suicide in the past 
12 months?

0. No
1. Yes

3,165 (83.03)
647 (16.97)

Asthma, n (%)
Have you ever been diagnosed with asthma by a 
doctor since birth until now?

0. No
1. Yes

3,621 (94.99)
191 (5.01)

Feel lonely, n (%)
How often have you felt lonely in the past 12 
months?

0. Did not feel lonely at all
1. Hardly felt lonely
2. Occasionally felt lonely
3. Often felt lonely
4. Always felt lonely

753 (19.75)
959 (25.16)

1,408 (36.94)
532 (13.96)
160 (4.20)
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Variable & Question Descriptive 
Statistics

Fast fooda, mean (SD)
How often did you eat fast food in the past 7 days? 
*Examples: pizza, hamburgers, chicken, etc. (Fast 
food)

1. Did not eat in the last 7 days
2. 1-2 times a week
3. 5-6 times a week
4. Once a day
5. Twice a day
6. Three times or more daily

2.17 (0.83)

Feel stressed, n (%)
How much stress do you usually feel?

0. Do not feel at all
1. Do not feel much
2. Feel a little
3. Feel much
4. Feel very much

102 (2.68)
526 (13.80)

1,580 (41.45)
1,172 (30.75)

432 (11.33)
Dental health, n (%)
How do you perceive your dental health, including 
your teeth and gums, on a regular basis?

0. Average
1. Very good
2. Good
3. Bad
4. Very bad

1,978 (51.89)
241 (6.32)

849 (22.27)
681 (17.86)

63 (1.65)
Drink/smoke, n (%)
Have you ever consumed one or more alcoholic 
drinks or smoked cigarettes¾e.g., traditional 
combustible cigarettes, e-cigarettes¾ containing 
nicotine up to now?

0. Have never drunk alcohol or smoked
1. Have drunk alcohol, but never smoked
2. Have smoked, but never drunk alcohol
3. Have drunk alcohol and smoked 

2,989 (78.41)
655 (17.18)

50 (1.31)
118 (3.10)

a This predictor variable was treated as a continuous variable in the SAS 
LOGISTIC procedure. 
Note. There were no missing responses, and the total number of cases 
was 3,812. 

3.2 Predictability of Screening Tools

Each of the five models addressed the dataset’s 
imbalance, with 94% of students without suicidal 
behavior compared to 6% with such tendencies. 
Moel_1 used FIRTH and PEVENT=0.064 options in 
SAS PROC LOGISTIC, while others used built-in 
class weight options in Python. Evaluation metrics 
for all models are presented in Table 2, prioritizing 
sensitivity over accuracy and specificity due to data 
imbalance. Model_5 emerged as the top performer, 
with Models 1 and 4 also performing well. 
These models performed overall better in AUC, 
accuracy, sensitivity, and specificity as compared 
to previously reported ones which had aimed 
to identify suicidal tendencies among Korean 
adolescents[21-24]. Figure 2 shows ROC curves for 
the four Python machine-learning models. 

3.3 Risk Factors for Suicidal Behavior

The average absolute SHAP values were 
computed for Model_2 to Model_5 to measure 
each feature’s impact, considering its interaction 
with others, shown in Figure 1. Notably, Suicidal 
thought had the most significant impact on all 
four Python models. Examining Model_5, it was 
followed by the features Feel sad and Feel lonely, 
and then by the features Drink/smoke and Dental 
health. These features also appeared to exert 
relatively stronger impacts on the predictability 
of Model_4, although the magnitude and order 
of impact varied sl ightly between the two 
models. On the other hand, for Model_1 fitted 
using SAS PROC LOGISTIC, the best-performing 
model associated with the dataset in the third 
fold exhibited the largest absolute standardized 
regression coefficients in the predictors, Suicidal 
thoughts, Dental health, Feel lonely, and Feel sad, 
in descending order, all of which were statistically 
significant at the 0.05 significance level. It is worth 
noting that the features were normalized in the 
last four models to improve predictability, while 
Model_1 treated the categorical predictor variables 
as such.

Table 2. Performance of Five Machine-Learning Models Predicting 
Adolescent Suicidal Behavior

Model Algorithm Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

AUC
(%) 

Model_1
Penalized 
maximum 
likelihood

86 89 86 94

Model_2

Broyden–
Fletcher–
Goldfarb–
Shanno

86 89 86 88

Model_3 Multi-layer 
Perceptrons 87 87 87 92

Model_4 Multi-layer 
Perceptrons 88 89 88 93

Model_5 Multi-layer 
Perceptrons 86 91 86 93

Note. The analytic platform for Model_1 was SAS version 9.4, while the 
other four models utilized Python 3.11. The evaluation metrics are derived 
from applying the fitted models to a common held-out test dataset.
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Note. Shapley additive explanations (SHAP) values were computed 
for the four models using algorithms available in Python.

Figure 1. Average Absolute SAHP Values Illustrating the Importance of 
Features

Examining odds ratios from Model_1 revealed 
insights that adolescents considering suicide were 
approximately 12.7 times more likely to make plans 
or attempt suicide than their peers without such 
ideation (OR = 12.7; 95% CI = [8.0-20.1]). Those 
perceiving dental health as ‘Very bad’ were 4.4 
times more prone to suicidal behavior than those 
with ‘Average’ ratings (OR = 4.4; 95% CI = [1.4-
13.5]). Similarly, those always feeling lonely were 
2.8 times more likely to engage in suicidal behavior 
(OR = 2.8; 95% CI = [1.1-7.1]), while persistent 
feelings of sadness increased the likelihood by 1.8 
times (OR = 1.8; 95% CI = [1.2-2.8]). 

A

C

B

D

Note. (A) Model_2. (B) Model_3. (C) Model_4. (D) Model_5. The ROC charts display the performance of the four models, each utilizing algorithms 
available in Python.

Figure 2. ROC Charts for Machine Learning Models Predicting Youth Suicidal Behavior
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4. Discussion

4.1 Highlighting Study Outcomes

Youth suicide is a significant healthcare and 
educational concern in many countries. Predicting 
high-risk adolescents for suicide planning and 
attempts and providing timely interventions is 
a policy priority. Efforts are ongoing to develop 
screening tools for schools to enhance policy 
effectiveness. However, the literature suggests 
current predict ion accuracy remains low, 
often no better than chance[36], or requires 
improvement[16, 17, 21-24]. 

The study aimed to develop effective screening 
tools for middle school students in Seoul, 
predicting suicide risk. Features were included 
based on potential performance enhancement, 
resulting in a set of nine features selected through 
forward selection. The machine learning models 
under investigation showed higher sensitivity and 
AUC while maintaining comparable accuracy and 
specificity to previously reported models. Logistic 
regression, using SAS, performed similarly to 
Python-based models, but appropriate options 
like FIRTH and PREVENT were crucial due to 
data imbalance[37]. However, logistic regression’s 
performance with more than two outcome classes 
remains uncertain. 

The SHAP values for interpreting black-box 
machine learning models revealed that factors 
such as suicidal ideation and affective variables 
like Feel lonely and Feel sad had significant 
impacts on predicting students at risk of planning 
or attempting suicide. These features also emerged 
as top risk factors for suicidal behavior, confirmed 
by the betas of the statistical logistic regression 
model, Model_1, with Dental health as the second 
strongest risk factor.

The suicide of adolescents is reported to be 
attributed to not a single individual factor but to 
multidimensional and complex factors related 
to personal, family, and school contexts[38]. 
It is valuable to touch on the nine features to 
deepen our understanding of their relationships 
with suicidal behavior and ultimately aid in 
devising educational and health policies for 

suicide prevention. While not all individuals who 
contemplate suicide proceed to plan or attempt 
it, those who engage in such contemplation or 
planning face an increased risk of eventual suicide. 

Persistent suicidal thoughts are acknowledged 
as a contributing factor, particularly in impulsive 
suicide attempts[3, 39, 40]. In the realm of mental 
health, emotions such as feeling lonely, sad, and 
distressed are frequently encompassed within 
the broader concept of psychological distress[41]. 
These emotional states are considered factors 
directly influencing suicidal behavior, with origins 
in both genetic predisposition and environmental 
influences. This dichotomy underscores their 
complex nature as contributors to the risk of 
adolescent suicide. 

On the other hand, factors such as dental 
health, substance use (drink/smoke), fast food 
consumption, and sexual experiences could be 
viewed more as indirect indicators connected 
to the hazardous environmental circumstances 
that adolescents may find themselves in, such 
as lacking adequate care. Consequently, they 
are considered indirect proxies linking to the 
aforementioned emotional states (feel lonely, feel 
sad, feel distressed), which have a direct impact on 
suicidal behavior.

E labora t ing  on  den ta l  hea l th  fu r ther , 
adolescence is often considered the healthiest 
period throughout one’s lifetime, and common 
health issues experienced during school years 
include dental conditions such as dental caries. 
Poor dental health or a negative perception 
of dental health is reported to be associated 
with suicidality[42, 43]. Several studies have 
indicated that the dental health of adolescents 
is related to mental health, health behaviors, 
and the socioeconomic factors of parents, and 
that experiencing more dental symptoms is 
associated with an increased risk of suicide-related 
factors[44,45,46]. Highlighting the prevalence of 
asthma as a chronic condition, particularly among 
younger individuals, a potential association with 
suicide mortality, ideation, and attempts has been 
reported across age groups[47]. Asthma’s impact 
on the quality of life, manifesting in symptoms 
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detrimental to emotional well-being, is seen as 
contributing to or being linked with the emotional 
states of feeling lonely, sad, and distressed, thus 
connecting to adolescent suicide behavior.

Adolescence is a crucial period where the 
foundation for lifelong health management is 
established physically, mentally, and emotionally. 
Consequently, rather than addressing suicide 
prevention, mental health, and dental health 
as separate issues, it would be advisable to 
develop integrated educational programs aimed 
at recognizing students’ health risk factors and 
enhancing their health capabilities.

4.2 Strengths and Limitations

The strengths of this study lie in several key 
aspects. Firstly, it developed suicide behavior 
screening tools tailored to a specific school level 
within a local educational jurisdiction to enhance 
their suitability for school settings. According 
to prior literature, while prediction models 
developed using nationwide data have been 
reported, no locally customized models like those 
developed in this study have been documented. 
The tools developed in this study exhibited 
improved predictive performance compared 
to previously published models. Suicide is not 
simply an individual problem but a social issue, 
resulting from the complex interaction of various 
factors, that should be collectively addressed by 
the entire nation and local communities. The 
significant regional differences in suicide rates 
indicate the importance of developing tailored 
screening tools for evidence-based policies at 
the local level. Secondly, leveraging the national 
database established through rigorous sampling 
practices minimized bias in the development of 
the screening tools, consequently improving the 
generalizability of the study’s outcomes. Thirdly, 
the developed tools do not require creating new 
survey items for screening to identify or predict 
students at risk of suicidal planning or attempts. 
They solely rely on students’ responses to twelve 
items from an existing survey questionnaire. 
Fourthly, an elaboration on risk factors, including 
individuals’ perceptions of dental health and 
mental health characteristics, was provided to 
inform the development of educational and health 
policies aimed at suicide prevention. Fifthly, the 

developed tools can address the limitations of 
the national screening test AMPQ-Ⅲ, which only 
consists of three suicidality items requiring a 
follow-up human interview and is used only for 
freshmen in middle schools. Lastly, if one aims 
to develop similar screening tools for binary 
targets with severe imbalance, this study provided 
guidance by presenting the candidate algorithms 
and proper options.

Regarding limitations, the developed prediction 
tools need external validation in future studies. 
The study performed 10-fold cross-validation 
during the training phase and conducted 
additional validation using an unseen held-out 
test dataset. Despite the cross-validation, they 
need to be applied in an independent study with 
new students. Additionally, the factors associated 
with suicidal behavior that were included in the 
analytical models did not cover various variables at 
multiple levels, as shown in some suicide research. 
This was because the study primarily focused on 
developing a screening tool to identify students 
at risk, and the final set of variables was chosen 
through a data-driven method to maximize the 
predictability.

5. Conclusion
This study developed artificial intelligence tools 

to identify or predict suicidality risk among middle 
school students in Korea’s largest metropolitan 
city. Among the five models tested, two neural 
network-based models and one using conventional 
statistical algorithms showed notably better 
performance than previous studies. The best tool, 
Model_5, achieved sensitivity and AUC exceeding 
91%, with accuracy and specificity at 86%. None of 
the tools had metrics below 86%. With only nine 
features, the screening tools correctly identified 
about 9 out of 10 students at risk. Dental health 
perception and mental health features emerged 
as significant risk factors for adolescent suicidal 
behavior.



THE JOURNAL OF KOREAN ASSOCIATION OF COMPUTER EDUCATION Volume 27,  Issue 5,  2024

Screening Adolescent Suicidal Behavior and Risk Factors: A Machine-Learning Approach 76

   References   

[1]   OECD. (2024). Suicide rates (indicator). https://doi.
org/10.1787/a82f3459-en. 

[2]   Kim, S., Choi, S., Oh, J., Song, S., Kwon, H., Park, J., Seo, 
W., Ko, J., Kim, J., Kang, E., Ha, S., & Han, J. (2023). Korean 
social trends 2023. Statistics Korea. http://sri.kostat.
go.kr

[3]   World Health Organization. (2014). Preventing suicide: A 
global imperative. https://www.who.int/publications/i/
item/9789241564779

[4]   Ruch, D. A., Sheftall, A. H., Schlagbaum, P., Rausch, J., 
Campo, J. V., & Bridge, J. A. (2019). Trends in suicide 
among youth aged 10 to 19 years in the United States, 
1975 to 2016. JAMA Network Open, 2(5), Article e193886. 
https://doi.org/10.1001/jamanetworkopen.2019.3886

[5]   Xiao, Y., Cerel, J., & Mann, J. J. (2021). Temporal trends in 
suicidal ideation and attempts among US adolescents 
by sex and race/ethnicity, 1991-2019. JAMA Network 
Open, 4(6), Article e2113513. https://doi.org/10.1001/
jamanetworkopen.2021.13513

[6]   Smith, W. R., Appelbaum, P. S., Lebowitz, M. S., 
Gülöksüz, S., Calkins, M. E., Kohler, C. G., Gur, R. E., & 
Barzilay, R. (2023). The ethics of risk prediction for 
psychosis and suicide attempt in youth mental health. 
The Journal of Pediatrics, 263, 113583. https://doi.
org/10.1016/j.jpeds.2023.113583

[7]   Servi, M., Chiaro, S., Mussi, E., Castellini, G., Mereu, A., 
Volpe, Y., & Pisano, T. (2023). Statistical and artificial 
intelligence techniques to identify risk factors 
for suicide in children and adolescents. Science 
Progress, 106(4), 00368504231199663. https://doi.
org/10.1177/00368504231199663

[8]   Andover, M. S., Morris, B. W., Wren, A., & Bruzzese, 
M. E. (2012). The co-occurrence of non-suicidal self-
injury and attempted suicide among adolescents: 
Distinguishing risk factors and psychosocial correlates. 
Child Adolescent Psychiatry & Mental Health, 6(11). 
https://doi.org/10.1186/1753-2000-6-11

[9]   Jeong, Y.-M., Park, H.-S., & Kim, S.-M.  (2021). Factors 
affecting suicidal ideation in adolescents: Focus on 
2020 adolescents’ health behavior survey. Medical 
Management Research, 15(3), 31-40.

[10]   Cwik, M., Jay, S., Ryan, T. C., DeVylder, J., Edwards, S., 
Wilson, M. E., Virden, J., Goldstein, M., & Wilcox, H. C. 
(2021). Lowering the age limit in suicide risk screening: 
Clinical differences and screening form predictive 
ability.  Journal of the American Academy of Child 
& Adolescent Psychiatry, 60(5), 537-540. https://doi.
org/10.1016/j.jaac.2020.11.025

[11]   Wissow, L. S., Brown, J., Fothergill, K. E., Gadomski, A., 
Hacker, K., Salmon, P., & Zelkowitz, R. (2013). Universal 
mental health screening in pediatric primary care: A 
systematic review. Journal of the American Academy of 
Child & Adolescent Psychiatry, 52(11), 1134-1147. https://
doi.org/10.1016/j.jaac.2013.08.013. 

[12]   de Lacy N., Ramshaw, M. J., McCauley, E., Kerr, K. F., 
Kaufman, J., & Kutz, J. N. (2023). Predicting individual 

cases of major adolescent psychiatric conditions with 
artificial intelligence. Translational Psychiatry, 13(1), 
314. https://doi.org/10.1038/s41398-023-02599-9

[13]   Garcia-Argibay, M., Zhang-James, Y., Cortese, S., 
Lichtenstein, P., Larsson, H., & Faraone, S. V. (2023). 
Predicting childhood and adolescent attention-deficit/
hyperactivity disorder onset: a nationwide deep 
learning approach. Molecular Psychiatry, 8(3), 1232-
1239. https://doi.org/10.1038/s41380-022-01918-8

[14]   Haque, U. M., Kabir, E., & Khanam, R. (2021). Detection 
of child depression using machine learning methods. 
PLoS ONE, 16(12), Article e0261131. https://doi.
org/10.1371/journal.pone.0261131

[15]   Ter-Minassian, L., Viani, N., Wickersham, A., Cross, 
L., Stewart , R., Velupillai S, & Downs, J. (2022). 
Assessing machine learning for fair prediction of 
ADHD in school pupils using a retrospective cohort 
study of linked education and healthcare data. BMJ 
Open. 12(12), Article e058058. https://doi.org/10.1136/
bmjopen-2021-058058

[16]   Su, R., John, J. R., & Lin, P. I. (2023). Machine learning-
based prediction for self-harm and suicide attempts in 
adolescents. Psychiatry Research, 328, 115446. https://
doi.org/10.1016/j.psychres.2023.115446

[17]   Miché M., Studerus, E., Meyer, A. H., Meyer, A. H., 
Gloster, A. T., Beesdo-Baum, K., Wittchen, H.-U., & Lieb, 
R. (2020). Prospective prediction of suicide attempts 
in community adolescents and young adults, using 
regression methods and machine learning. Journal of 
Affective Disorders, 265, 570-578. https://doi.org/10.1016/
j.jad.2019.11.093

[18]   Jun, J., & Chae, S. (2023). A brief review of the 5th 
national suicide prevention plan. Health and 
Welfare Policy Forum, 324,  58-69. https://doi.
org/10.23062/2023.10.5

[19]   School Mental Health Resources and Research Center. 
(2022). 2022 adolescent personality and mental health 
problems screening questionnaire, third Version 
(AMPQ-Ⅲ) and management manual. Student Health 
Policy Division, The Korea Ministry of Education. 
https://www.schoolhealth.kr

[20]   School Mental Health Resources and Research Center. 
(2023). 2023 Student health promotion key tasks and 
directions. Student Health Policy Division, The Korea 
Ministry of Education. https://www.schoolhealth.kr

[21]   Lee, T., & Kim, K. (2023). Analysis of predictors of 
suicidal ideation trajectory among adolescents: 
Using LCGA and XGBoost. Korean Journal of Youth 
Studies, 30(10), 31-59. https://doi.org/10.21509/
KJYS.2023.10.30.10.31

[22]   Kim, Y., Woo, S.-I., Hahn, S.-W., Lee, Y. J., Kim, M., Jin, 
H., Kim, J., & Hwang, J. (2023). Development prediction 
model for suicide attempts using the Korean Youth 
Health Behavior Web-based Survey in Korean 
middle and high school students. Journal of Korean 
Neuropsychiatric Association, 62(3), 95-101. https://doi.
org/10.4306/jknpa.2023.62.3.95



THE JOURNAL OF KOREAN ASSOCIATION OF COMPUTER EDUCATION Volume 27,  Issue 5,  2024

Screening Adolescent Suicidal Behavior and Risk Factors: A Machine-Learning Approach 77

[23]   Lee, J., Kim, J., Hwang, S., Kim, E., & Kim, M. (2019). 
Prediction model for suicide potential of Korean 
youth. Proceedings of Korea Software Congress 2019 
(KSC 2019), 1501-1503.

[24]   Hong, K. (2020). A predictive model for suicidal 
ideation of adolescents using random forests machine 
learning algorithm. Korean Journal of Social Welfare, 
72(3), 157-180.

[25]   Seoul Metropolitan Office of Education. (2024). 2024 
Seoul Education Main Tasks. https://www.sen.go.kr/
user/bbs/BD_selectBbsList.do?q_bbsSn=1025

[26]   Korea Disease Control and Prevention Agency. (2023). 
The 18th (Year 2022) Korean Youth Risk Behavior Web-
based Survey Statistics. ISSN 2005-2456.

 https://www.kdca.go.kr/yhs/home.jsp
[27]   Pituch, K. A., & Stevens, J. P. (2016). Binary logistic 

regression. In: K. A. Pituch & J. P. Stevens (Eds.), Applied 
multivariate statistics for the social sciences (6th ed.) 
(pp. 434-470). Routledge.

[28]   Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., 
& Thirion, B. (2011). Scikit-learn: Machine learning in 
Python. Journal of Machine Learning Research, 12, 
2825-2830.

[29]   Fletcher, R. (1987). Practical methods of optimization 
(2nd ed.). John Wiley & Sons.

[30]   Scikit-learn. (2019). Documentation of scikit-learn 
0.21.3 user guide .  https://scikit-learn.org/0.21/
documentation.html

[31]   Rai, B. (2019). Advanced deep learning with R. Packt 
Publishing.

[32]   Korea Disease Control and Prevention Agency. (2023). 
Youth risk behavior survey raw data usage guidelines: 
From the 1st (2005) to the 18th (2022) survey. https://
www.kdca.go.kr/yhs/home.jsp

[33]   Paton, L.W., & Tiffin, P. A. (2022). Technology matters: 
machine learning approaches to personalized 
child and adolescent mental health care. Child and 
Adolescent Mental Health, 27(3), 307-308. https://doi.
org/10.1111/camh.12546

[34]   Lundberg, S. M., & Lee, S. (2017). A unified approach to 
interpreting model predictions [Paper presentation]. 
The 31st Conference on Neural Information Processing 
Systems (NIPS 2017), Long Beach, CA. USA. https://doi.
org/10.48550/arXiv.1705.07874

[35]   Dwyer, D., & Koutsouleris, N. (2022). Annual research 
review: Translational machine learning for child and 
adolescent psychiatry. Journal of Child Psychology 
and Psychiatry, 63(4), 421-443. https://doi.org/10.1111/
jcpp.13545

[36]   Franklin, J. C., Ribeiro, J. D., Fox, K. R., Bentley, K. 
H., Kleiman, E. M., Huang, X., Musacchio, K. M., 
Jaroszewski, A. C., Chang, B. P., & Nock, M. K. (2017). 
Risk factors for suicidal thoughts and behaviors: A 
meta-analysis of 50 years of research. Psychological 
Bulletin, 143(2), 187-232. https://doi.org/10.1037/
bul0000084

[37]   SAS Institute Inc. (2020). SAS/STAT 15.2 user’s guide: 

The LOGISTIC procedure. https://documentation.sas.
com/doc/en/statug/15.2/titlepage.htm

[38]   Shin, H., Chung, I., Lee, S., Lee, H., & Park, J. (2014). 
Factors affecting depression, suicidal ideation, suicide 
plans and suicide attempts in adolescence. Korean 
Journal of School Social Work, 27, 25-50.

[39]   Kwon, H., Lee, J., Kim, A., Hong, H., & Kweon, Y. (2018). 
Risk factors for suicidal ideation and attempts in 
adolescents. Journal of Korean Academy of Child 
and Adolescent Psychiatry, 29(3), 114-121. https://doi.
org/10.5765/jkacap.170010

[40]   Nock, M. K., Green, J. G., Hwang, I., McLaughlin, K. 
A., Sampson, N. A., Zaslavsky, A. M., & Kessler, R. 
C. (2013). Prevalence, correlates, and treatment of 
lifetime suicidal behavior among adolescents: Results 
from the National Comorbidity Survey Replication 
Adolescent Supplement. JAMA Psychiatry, 70(3), 300-
310. https://doi.org/10.1001/2013.jamapsychiatry.55

[41]   Holingue, C., Badillo-Goicoechea, E., Riehm, K. E., 
Veldhuis, C. B., Thrul, J., Johnson, R. M., Fallin, M. D., 
Kreuter, F., Stuart, E. A., & Kalb, L. G. (2020). Mental 
distress during the COVID-19 pandemic among US 
adults without a pre-existing mental health condition: 
Findings from American trend panel survey. 
Preventive Medicine, 139, 106231. https://doi.org/10.1016/
j.ypmed.2020.106231

[42]   Lee, K.-H. (2019). Relationship between oral health 
factors and suicidal ideation in Korean adolescents: 
The 13th Korea Youth Risk Behavior Survey, 2017. 
Journal of Korean Society of Dental Hygiene, 19(5), 777-
789. https://doi.org/10.13065/jksdh.20190066

[43]   Won, Y., & Kim, J. (2015). The relationship between 
psychological health and self-rated oral health 
on convergence study. Korean Journal of Digital 
Convergence, 13(7), 239-248. https://doi.org/10.14400/
JDC.2015.13.7.239

[44]   Lee, K.-H., Lee, W.-K., Jung, E.-S., & Choi, Y.-Y. (2021). 
Associations between mental health and oral health 
among Korean adolescents: analysis of the national 
surveys (2008–2017).  International Journal of 
Environmental Research and Public Health, 18(20), 
10660. https://doi.org/10.3390/ijerph182010660

[45]   Bae, J.-H., Cho, D.-Y., & Hong, M.-H. (2023). A Study 
on the relationship between oral health factors and 
mental health factors in Korean adolescents. Journal 
of Dental Rehabilitation and Applied Science, 39(1), 21-
31. https://doi.org/10.14368/jdras.2023.39.1.21 

[46]   Belzunegui-Eraso, A., Aragón, A. S., Pastor-Gosálbez, 
I., Valls-Fonayet, F., Díaz-Moreno, V., & De Andrés-
Sánchez, J. (2024). Emotional states and suicidal 
ideation among adolescents. Preprints 2024021483. 
https://doi.org/10.20944/preprints202402.1483.v1 

[47]   Barker, E.,  Kõlves, K .,  & De Leo, D. (2015). The 
re l a t i o n s h i p  b e t we e n  a s t h m a  a n d  s u i c i d a l 
behaviours: A systematic literature review. European 
Respiratory Journal, 46(1),  96-106. https://doi.
org/10.1183/09031936.00011415



THE JOURNAL OF KOREAN ASSOCIATION OF COMPUTER EDUCATION Volume 27,  Issue 5,  2024

Screening Adolescent Suicidal Behavior and Risk Factors: A Machine-Learning Approach 78

Seon-Hi Shin Ph.D.

·  1993 : Korea University Physiological Psychology(M.A.)
·  2002 : Univ. of Texas at Austin Statistics, 

Mathematics(M.S. Stat)
·  2003 : Univ. of Texas at Austin Quantitative 

Methods, Ed. Psych.(Ph.D.)
·  2007~2010 California State Univ., Long Beach  

Assistant Professor
·  2011~2015 Seoul National Univ. Principal Research 

Scientist 
·  2022~Present Hanyang Univ. Research Professor

  Interest area : medical/health, education, & 
convergence research
 shinseonhi@hanyang.ac.kr

Bossng Kang M.D.

·  1996 : Hanyang University College of Medicine 
(M.D.)

·  2003 : Chungbuk University Management of 
Medical Field (M.S.)

·  2001 Samsung Seoul Hospital Emergency 
Medicine(Board Certified Physician)

·  2003~2019 Hanyang Univ. Assistant & 
Associate Professor

·  2020~Present Hanyang Univ. Professor
  Interest area : emergency medicine, medical 
education, alcohol hangover, emergency 
cardiovascular care

 olivertw@hanyang.ac.kr

Myung Suk Woo Ph.D.

·   2001 : University of Wisconsin-Madison 
Education Leadership and Policy Analysis (M.A.)

·  2007 : University of Wisconsin-Madison 
Education Leadership and Policy Analysis (Ph.D.)

· 1994~2009 Ministry of Education, Director
·  2009~Present Korea National University of 

Education. Professor

  Interest area : educational policy, educational 
economics and finance, educational 
administration

 msw0120@knue.ac.kr  

Youn Ju Park Ph.D.

·  1999: Seoul National University of Graduate 
School of Public Health (M.A.)

·  2014 : Hanyang University Dept. of Public 
Health Sciences (Ph.D.)

·  1993~2016 Seoul Metropolitan Office of 
Education, Manager

·  2016~Present Korea National University of 
Education. Associate Professor

  Interest area : school health, school safety, 
school well-being

 20green@knue.ac.kr


	Screening Adolescent Suicidal Behavior and Risk Factors: A Machine-Learning Approach
	ABSTRACT
	1. Introduction
	2. Methods
	3. Result
	4. Discussion
	5. Conclusion
	References


